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Answer five questions by selecting at least two questions from each of the sections A and B.

Section-A
Q1. A system is represented by the differential equation

d?y _dy du
F-l_ ZE-E‘}J—E'FH

Where y = output and u = input.
(a) Describe what are the advantages of state space modelling?

(b) Define the state as x; =y and x, =-?t-—u and determine whether the system is

controllable.

Q2. Consider the system represented in state variable form

X =Ax+ Bu
y=Cx+ Du

“where

1 1

A= [—5 ~10

], B= [_4], C=[6 —-4]andD = [0].
1
{a) Verify that thé system is observable and controilzble.

(b} If so, design a full-state feedback law and an observer by placing the closed-loop
system poles at 5, , = —1 + j and the observer poles at 5, ;, = —10.

Pagelof2



00041
Q3.

(a} Briefly describe Lyapunov’s direct method for the determination of the stability of non-
linear systems. '

{b) Consider the scalar system
x* = ax3

(i) Show that Lyapunov’s linearization method fails to determine the stability of the
crigin.

(ii) Use Lyapunov’s function ¥ (x) = x* to show that the system is stable for a < (
and unstable for a > 0.

{iii) What can you say about the system stability for a = 0?

Q4. Consider the system described in state variable form

x(6) = Ax(t) + Bu(t)

y = Cx(t)

where 4 = [ 1 L ], B = [0] and € ={1 —1], and where k, # k; and both k, and
—ky —k; 1

I, are real numbers.

{a) Compute the state transition matrix ®(t, 0).

{b) Compute the eigenvalues of the system matrix A.

{c) Compute the roots of the characteristics polynomial.

{d) Discuss the results of parts {a)-{c) in terms of stahility of the system.

Section B

The questions in this section are based on the paper reproduced at the end of this question
paper. Devote at least half an hour to reading through the paper. Use your own waords in
your answers so as to demonstrate that you have understood the concepts described in the
paper, do not copy extracts from the paper itself.

Q5. Explain the structure of a regular PID controller and a tuning method.
Q6. Discuss what the major problems in a MIMO control system.
Q7. Briefly explain the proposed tuning methodology in the paper.

Q8. What is the significance of the proposed methodology in tuning Fuzzy PID controlier?
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Design and Tuning of Standard Additive
Model Based Fuzzy PID Controllers
- for Multivariable Process Systems

Eranda Harinath, Student Member, IEEE, and. George K. I. Mann

Abstract—This paper describes a design and two-level tuning
method for fuzzy proportional-integral derivative (FPID) con-
trollers for a multivariable process where the fuzzy inference uses
the inference of standard additive model, The proposed method
can be used for any n X n moltiinput-multioutput process and
guarantees closed-loop stability. In the two-level tuning scheme,
the tuning follows two steps: low-level tuning followed by high-
level tuning. The low-level tuning adjusts apparent linear pgains,
whereas the high-level tuning changes the nonlinearity in the
normalized fuzzy output. In this paper, two types of FPID config-
urations are considered, and their performances are evaluated by
using a real-time multizane temperature coatrol problem having a
3 X 3 process system.

Index Terms—Fuzzy proportional-integral derivative (FPID)
control, fuzzy standard additive model (SAM), linear PID tuning,
multivariable control, multizone heating.

1. INTRODUCTION

MONG various techniques available in controlling

multinput-multioutput (MIMQ) process systems,
proportional-integral derivative (PID) controller loops are still
popularly used in industry [1], [2]. Although PID design is
simpler, tuning of its gains is always challenging for optimum
operations. In the majority of MIMO applications [3]-[5],
tuning is still performed by using the conventional single-
input—single-output (SISO)-based Ziegler and Nichols (ZN)
rules [6]. The design of controllers for an n x n MIMO system
can be first considered as a task of designing = number of
individual PID controllers. The individual loops can be tuned
by using the SISO-based PID tuning rules. The decentralized
control will become insufficient or sometimes will fail to
provide better control in the presence of loop interactions.
The loop interaction refers to the case where an input of a
loop affects the other loops in the multivariable system. The
detuning of ZN parameters sometimes helps to achieve a
stable control. To address the effect of loop interactions, some
researchers have attempted to use an interaction measure as
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an input lo formulate PID parameter for MIMO processes
[7]-[9]. Most of those applications are limited only for
two-input two-output process systems. The complexity of
the design method, in general, does not allow one to extend
those methods for higher dimensional MIMO processes. Due
to the PID controller’s simplicity, the overall performance
with respect to transient and steady-state operations is always
poorer compared with other advanced techniques such as
maodel predictive control systems. However, fuzzy PID (FPID)
control has the ability to produce better response performances
against linear PID systems. There is a huge volume of FPID
applications available in the literature since the early work
of Mamdani and Assilian [10]. The majority of applications
belong to SISO process systems, and in a very few applications,
MIMO systems have been considered [11]-{13]. In all these
applications, the selection of FPID paramelers is ad loc, and
the tuning is performed by using trial-and-emror techniques.

The literature review revealed that there is no systematic
design procedure that is available to design and tune FPID con-
trollers for MIMO process systems. The available SISO-based
FPID design techniques have limitations to extend for general
MIMO systems with considerable interactions. Alternatively,
this paper proposes a generalized tuning scheme for both linear
PID and FPID controllers. The FPID controller follows the
fuzzy inference based on the standard additive model (SAM),
as proposed in [14]. The proposed tuning scheme follows two
levels of tuning, namely, low-level tuning followed by high-
level tuning [15].

This paper provides significant contributions in three aspects.
First, a generalized FPID controller tuning mechanism using a
two-level tuning principle is presented. The decomposition of
linear and nonlinear tuning for FPID systems makes the design
task of FPID systems simpler. Second, a novel linear PID
gain tuning method is developed for MIMO process systems.
Finally, high-performance SAM-based inference is employed
to achieve superior control performance.

. Two-LEVEL TUNING

In a typical FPID design problem, the iuning paramelers
include linear scaling parameters of the control variables, fuzzy
membership parameters, rules, and other associated fuzzy vari-
ables in the rule base, such as number of rules, membership
distribution, and rule composition. The mathematical complex-
ity in the nonlinear fuzzy control makes the formulation of
a tuning mechanism an extremely complex problem. To ease

1083-4419/325.00 ® 2008 IEEE
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Fig. 1. FPID configurations. (n) Type I: Rule-coupled FPID. (h) Type IT: Rule-
decoupled FPID,

this complex tuning problem, the FPID design has been clas-
sified as a two-level tuning problem [15], in which the tuning
process is decomposed into two tuning levels. While low-level
tuning addresses the linear gain and overall stability, the high-
level tuning provides nonlinear control to enable superior per-
formance. In a Mamdani-based fuzzy-logic-controller (FL.C)
system, the inputs (error and its derivalive) are coupled to
produce a combined fuzzy PI output [15]. In order to facilitate
the two-level tuning, we define apparent linear gains (ALGs)
and apparent nonlinear gains {ANGs). While the ALG terms are
related to the overall performance and stability of the system,
the ANG terms provide the nonlinearity that is necessary in the
fuzzy ontput. ‘

IOI. ¥PID CONFIGURATIONS

Two types of FPID configurations are considered, as shown
in Fig. 1. The type T shown in the figurc is a conventional
Mamdani-type FPID, which produces an incremental coupled
FPID signal. The type IT uses SISO rule inference to provide de-
coupled three actions in the PID signal. By using suitable scale
factors (S ). where w = 1, 2, 3, the feedback error terms (e;)
and its corresponding normalized error variables (€;) at kth
sampling instance can be expressed as: &{k) = S1: e:(k),
Aé{(k) = Sg,-Aei(k), and Azéi(]\?) = Saiﬂgfii(k). All FIL.C
input variables are normalized to a compact region [~1, 1]. The
error variables are normalized by using the condition &, =
max(—1, min(1, Syiewi)}. The defuzzified controller output
afier the fuzzy inference is denoted by . Similarly, the FLL.C
output is normalized by using the condition & = uw/umay.

A. High-Level Nonlinear Tuning Variables

The nonlinear tuning variables are selected o affect the ANG
terms at any given local conirol point in the control surface.

Since PID gains are proportional to the slopes of the control
surface, the slope angles of the tangents drawn at a given
point on the nonlinear control surface are considered to be
the nonlinear tuning variables. Two slope angles drawn at two
selected points, i.e., € = 0 and é = 1 (see Fig. 2), on the control
surface are considered as the nonlinear tuning variables.

In order to isolate slope angles from their associated oul-
puts of FPID type I contreller, the slopes are measured
in the planes of individual error axes. The measurement
of these angles with respect to a 2-D control surface is
shown in Fig. 2(a). Fig. 2(b) shows a control curve that
has been projected into a chosen error variable. In gen-
eral, for a three-input coupled rule base, the slope an-
gles can be described as: (g)y: = (987 /06,:)s,,=~1 and
(Hl)ﬂﬂ' = (aﬁ‘f/aéwi)émi=lv where ﬂ‘f = ﬂ(ép = O)' p=1,
2,3, p# w. The [uzzy system designed for the PID control
should allow independent variations of 8y and #; within the
range [0 90°].

B. Low-Level Linear Tuning Variables

The composed FPID control action for FPID type 1 is
given by

K
uprpi = Sui y_, Adpni(r). o)

r={

Referring to Fig. 1{b}, the FPID action for FPID type II can be
expressed as

k

UPIDi = Sui {I{Piﬁli + KulT; Z fai(r)
r=0

Hpi

-I-,_.[,s

(dai(k) — as(k — 1)) | (2

where Kp;, Ky;, and Kp; are the linear PID gains for the dth
loop, and T is the sampling time. When a luzzy system is set
to produce a linear function, the FL.C will become a linear-type
PID controiler and is defined as an equivalent linear controller
(ELC). By using the ELC output, the ith loop linear PID output
can be arranged in the following form:

k
ubipe(k) = Kpuies(k) + King » _ ei(r)Ti + Kpaildes (k) /T
r=i}

(3
where Kpui, K, and Kp,; are defined as the ALG terms
of the FL.C system. An FLC having a linear rule base and a
uniform partition of universe of discourse of all variables is
named as a linearlike FL.C (LLFLC). The ELC defined for the

LLFLC is used to derive the linear tuning variables. Then, the
ELC output for type I is given by

Adlarp; = |8 + A& + A%, ()
From (3) and (4), the ALG terms can be found as

}{Pm‘ = SuS‘.Zf I\..lm' = S-u Sli/'Ts I(Dmi = S"S;}{Tﬁ-. (5)
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Similarly, the EL.C output for type II is given by #}; = b, =

iih; = é;. Thus, the ALG terms can be found as

Kpai = Ky Kiai = Kii Kpai = Kpi. (&
The adjustment of Kp,, A pa. and K, refers to a general PID
tuning with the control surface normalized to a linear form
in the normalized cutput spuce. The ANG terms refer to the
effect of changing the nonlinearity of the FPID output in the

nonlinearity output space.

IV. Low-LEVEL TUNING: LINEAR PID
CONTROLLER TUNING

The n-input n-output process with a static decoupler and
an FPID controller is shown in Fig. 3 where the multivariable
system is assumed as a linear and open-loop stable system. The
proposed tuning mechanism allows one to use linear tuning
methodologies in order to obtain linear FPID parameters in a
form of ALG values. The main challenge of interactions among
loops has been minimized by using a siatic decoupler. For a
general n x n MIMO process, similar analysis is described in
[16]. For this paper, only the final expressions required for ALG
tuning are presented. The decentralized PID parameler for the
ith loop can be then expressed as [16)

I‘
K = ‘ %
maxig; (i) (Si)ma
14 G EKE — A KET, p
Kp; = + C‘ \/ 1141'(26:'.! I'(T + 41{[ Tu (&)
: Iigi -1
K2
.= i 9
Ko =77z, )

where [; is the interaction index, S; is the loop sensitivity
function, R; is the off-diagonal parameter, T3 is the time
constant, and ¢; is the damping constant. In this design, we use
the aforementioned tuning parameters for low-level tuning.
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Fig. 3. Stutically decoupled multivariable contral.

V. HIGH-LEVEL TUNING: NONLINEARITY TUNING

The high-level tuning is dedicated to determine fuzzy rule-
base parameters, which has a direct relevance to the nonlin-
earity of the FL.C output. The nonlinearity that is generated
through fuzzy mapping is then adjusted by using high-level
tuning parameters. In general, the nonlinearity can be adjusted
either by changing rules or by changing knowledge base rule
parameters, such as membership shapes and their distributions
in the universe of discourse of variables. An effective nonlin-
earity tuning mechanism should have the capacity to produce
a flexibility to change the nonlinearity of the fuzzy output
in a wider range. A proper selection of a fuzzy inference
mechanism is quite important in achicving an clficicnt high-
fevel tuning [17]. It is found that SAM-based fuzzy infer-
ence has the capacity to provide better nonlinearity tuning as
opposed to traditional min—max-gravity inference [16]. SAM
is a special case of the additive model framework shown in
Fig. 4, and the following can be observed as special properties
in SAM.,

1) The fired then-part sct Bj is the fit product ag{x) By,
where the fit value ag(z) (ag is called membership
function) expresses the membership grade of input  in
the if-part fuzzy set A,. Then, the output set can be ex-
pressed as

T

B = ZWﬁﬂfq(m)Bﬁ(ﬂf). ([O)
=1
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Fig. 5. SAM representation of rule-coupled fuzzy system.

2) The system output F'(2:) computes as centroid of output
set B(x) and defuzzifies to a scalar or a vector

F(z) = Centroid Z waag(z)Bg(z) | . (1)
g=1

The centroid provides the structure of a conditional expectation
to the fuzzy system F, and it acts as an optimal nonlinear
approximator in the mean-squared sense.

V1. DESIGN OF SAM FoR FPID CONFIGURATIONS
A. Rule Coupled

Fig. 5 shows the SAM representation of rule coupled
(FPID type I) for three-input-single-output system. In this
design, we have selected membership functions (e;) for the
if-part in SAM as triangle functions, as shown in the Fig. 6.
With the min combiner, the SAM output for the aforementioned
system can be written as

_ Yopy wpmin{an(z), ap(za), ag(zs)} VaCa

= T (12)
2= wamin{ag(z1), as(z), ap(za)} Vs

Hz)

Since each rule uses one (min of fired membership values) of
the three inputs to defuzzy, it is equivalent to a SISO SAM
system. In other words, the analysis of rule-coupled FPID con-
figuration in the view of SAM is similar to the rule-decoupled
FPID configuration.

B. Rule Decoupled

Consider two control regions in the controlier output space.
The first region is when the normalized error variables are

Wl

- By — e
( : ,—p- 7 —-| Centroidal [ = Fx}
Defuzzifier i
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Fig. 6. Membership functions for the if-part in SAM,

—1 < & < 0. The local coatrol in this region affects steady
state, load disturbance, and overshoot properties. The second
region is when 0 < &; < 1. The control in this region affects
the speed of response during the transient, undershoot, and
steady-state properties. The objective is to realize independent
adjustment of FL.C parameters in the view of changing ANG
terms at the chosen control points. The slope angle 8 for type II
[see Fig. 2{b}} can be described as follows.

Consider the ith loop fuzzy controller (for example, P con-
troller} in Fig. 2(b), and it is shown in Fig. 7. The membership
function for the if-part in this controller is described by using
Fig. 6. From (11), SAM output it); can be described by

g —CiVeiCo: + (& + 1)ViiCys
BT e Ve + (& + 1)V

_ EV9iCay — (8 — 1) V104

&V — (& -1V

for —1<é; <0

1

i fUr 0 S él S 1.

Then, the slope of 1i1; with respect to €; is

diy;
dé;

tanf =
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Thus, # is expressed as (13), shown at the bottom of the page.
In this analysis, the then-part centroid C,; is selected as

Couu=-1 Ci;y=0 Cyu=1 (14)
The stability properties are determined by the extreme vajues of
equivalent PID gains. Therefore, to guarantee stability, the max-
imum and minimum ANG terms are considered in an equivalent
linear PID system. In the SAM inference, the maximum or
minimum of - ANG occurs when &; = —1, & =0, and &; = 1.
Then, the slope angles at selected four points (see Fig, 2) are as
follows:

(f0)wi =arctan(Vy;/Vo:)  {cxo)uws =arctan(Vo:/V4;)
({)1)",1' = E.[Ctﬂﬂ(mi/"’gi) (ﬂl)wi =a.rcta.u(Vg,-/V1,-).

(15}
(16}

It is clear that the pairs {{f0)w:, (rtoJwi} and {(01)wi, (cv e }
form a right angle. There are two independent slope angles that
can be defined over the control surface of SAM corresponding
to two regions —1 < &; < 0 and 0 < &; < 1. Therefore, we
select (fg)y: and (f1)w: as the two independent slope angles
"to be adjusted within the range of [0 90°] for high-fevel
tuning. In order to find two independent angles, the then-part
volume for second membership function is selected as unity:
Vy; = L. Then

fg = arctan(1/Vg) 6, = arctan({l/Va). (17)
Hence, the terms Vg and V4 are the nonlinear tuning variables
for the SAM.

VII. STABILITY ANALYSIS

Ho Weng et @i. [18] have given the definitions {or the gain
and phase margins of MEMO systems using a Nyquist diagram,
In order to guarantee stability, according to the DNA stability
theorem [19], the Gershgorin bands should be shaped based on
predefined values ol phase margin () and gain margin {«})
50 that it excludes and does not encircle the point {—1 4 30).
As a rule of thumb, ¢} and ! should satisfy the following
conditions:
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Then, the hard limits of PI parameters can be calculated as in
[18] so that we can define

Kp; max I{Ii max (18)

as maximum values of PI parameters at a given ¢! and of.
From (9)

I{I%I. max

. 19
4J-(Ii max (%)

Kpimex =
Since PID gains are proportional to the slopes of the control
surface shown in Fig, 2, we can find maximum values of slope
angle corresponding to Kp;max, Klimax, 206 Kpjmax. FOr
instance, let the proportional SAM-based fuzzy controller for
ith be with high-level tuning parameters: ¥ and V5, From (15}
and (16}, the following expression can be derived;

Vb min & V.Z min = I{Pi /-K-Pi max

Vomax = Vauxe = Kpi HIM/I{i’i- (20

Then, limiting angles for fly, a, 01, and v, can be expressed as

B0 mas, 00 mas; 01 max: @1 max = arctan{Kp; mnx/K.Pi)
thy miny &0 min, 1 mins L min= arCt&n(I{Pi/KPi mnx)-

(21)

If {Kpimax/Kpi = 1.571}, the fuzzy controiler has indepen-
dent variations of 8 and §; within the range [0 90°]. Otherwise,
it has a feasible stability region, as shown in Fig. 8.

VIII, REAL-TIME EXPERIMENTS

The objective of experiments is to control temperatures at
three different locations of soil cell by using three different

30° < ¢; < 60° 2<a) 5. heaters. The schematic diagram of the experimental setup is
Vi (28; Vi Coi =260 Vii#: —Coi Vi -+ V1 C1i) _ 5.
ﬁ[ctaﬂ( 0 L {neivni”“-:i‘fll_‘fli)g 1 {‘Ol' 1 S Et < D (13)

b= Vo; Vil —=CaitChil

arctan (”(\—n—v—m‘“T

).

for0<é <1
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Fig. 9. Schematic of the multizone heating soil-cell expedmentul system. time (sninute)
(a)
shown in Fig. 9. The system identification is performed for a “ System response .ya
soil cell via the classical step response method. The transfer- ' ! ) ' : ) .
function matrix G(s) is developed by using the plant reac- 421
tion curve method [20]. The control objective is to maintain 40
different desired temperatures in three different locations, The 2l
control interface and the signal processing are implemented
by using the dSPACE (D51103) control prototype. The power & 36
at each heater (0—14 W) is manipulated while changing the g a4f
duty cycle through solid-state relays. RTD temperature sensors g,. 32
have been used for temperature measurements and sampled &
at 1 Hz. The multizone heating problem provides a unique = %
application where interactions between loops are considerable, 281
and therefore, design of a stable controller is a challenging 6l
task, Due to the very low thermal conductivity of dry soil, ‘
the experiments were carried out for several hours (8000 min). Lol | A
B . . H 22 P i i i i : i i
'Ihe_n?fore, t.he effect of changing room temperatures provides 0 1000 2000 3000 40 50D 8000 om0 Ba0o
additional disturbances to the system, lime {minuie)
(b)
A. Open—iaap Test System response, vy

36 . : . : ; ; !
In the open-loop test, a total of nine response curves has been : ;

used to estimate the overall transfer function, where each test 3

constitutes a corresponding open-loop response correspanding

to a given input. The temperature responses with respeci to a2
room ternperatures are modeled, and the final transfer function L
is given next. Tt should be noted that the effect of the first heater g
on the temperature at the lowest point is quite minimal and g
approximately Gy; = Gy =0 g‘ 2
=
13.42¢ =51 5e—157n
168s+1 397,55+ 0 . 26
) — | 3.019p—!811 19 go—904 4.1p=771s
Gls) = | 48y 462501 313.55F1 (22) ;
0 2.258_553" 12_53"'55~ﬁ" 2481

358.384-1 178.554-1

22

a 1000 2000 3000 4000 5000 600D 7000 8000

B. Implementation of Control Algorithms e (minute)

Three different types of control algorithms, namely, PID, (c)
FPID type I, and FPID type H, are implemented o controi
temperatures. The average room temperature during the expt?r- Fig. 10, Real-time experiments. Closed-loop tests of soil cell. {a} Ourpuil.
iments was 22 "C. In these contro] experimenis, the set-point  (b) Cutput2. {c) Qutput3.
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. TABLE [ .
PERFORMANCE CHARACTERISTIC INDEXES OF THE PROPOSED FPID METHODS AND PID METHOD FOR SET-POINT TRACKING

Output Set Point Tracking
Rise Time/minute Overshoot % Setting Time/minute
PID | FPIDI | FPID2 | PID [ FPIDL | FPID2 | PID | FPID| [ FPID2
1 740 1700 443 167 10.0 1.7 2300 | 3670 1000
2 730 | 1080 260 100 2.0 30 3730 | 3500 960
u3 700 | 1590 435 177 11.7 15.8 2050 | 3550 1000
TABLE Il

SET POINT TEMPERATURES ASSIGNED FOR EACH OUTPUT IN THE
CONTROL EXPERIMENTS FOR THE OPEN-LOQP TEST

Time ¢ (1inin}) Output 1 | Outpur2 | Output 3
0= &< 4000 284C daec 28°C
4000 < ¢ < 8000 J4°C 42°C 34°C
TABLE I
GAIN AND PHASE MARGINS OF EACH LOOP OF THE SOIL CELL
Inop No | Gain Margin | Phase Margin
1 244 a0°
2 3.6 35°
3 3.3 45°

temperatures assigned for each output are shown in Table II.
1t is important to note that the highest set-peint temperature is
assigned for the middle zone, which makes the interactions to
other two zones significant. Fig. 10 shows the responses of each
system. In this design, first, the linear PID values have heen
chosen by using the new PID law, and then, the nonlinear
parameters (V; and Vi) were tuned to obtain a better perfor-
mance. The FPID-I system constitutes a coupled rule base, and
the fuzzy inference requires both first and second derivatives
of the error. This particular characleristic is termed as the input
compesition [21]. As a result, the FPID type T responses are
slower. Due to the coupled nature, the nonlinearity change that
can be accommodated for each action is somewhat limited. It is
possible to change the overall gain, but this will cause the inter-
actions (o be higher and makes tuning a more dilficult problem.
In PID control system, speed of response is moderate but has
shown higher overshoot and longer settling time. The nonlinear
tuning in FPID-II is able to produce a better performance. This
is mainly due to the change of overall pain values at the set
points. The nonlinear tuning allows one to adjust the PID gains
locally by changing the slope angles. The speed of response
has been improved due to the increased overall gain values at
the beginning of the response. This is the key advantage in
FPID tuning, where the speed of response can be improved
while changing the slope angles. The independent adjustment
of slope angles allows one to alter the speed of response with-
out affecting the steady-state behavior. The temperature vari-
ations in the steady-state values of the systems are due to the
Huctuations of the room temperature. It can be seen that all
the systems show an inverse response due to the nonminimum
phase characteristic of the soil cell. The performance charac-
teristics derived from all the experiments are shown in Tabie L.
The gain and phase margins for individual loop are shown in
Table III. The results reveal that the gain and phase margins
derived for all the experiments are within the specified limits,
as proposed in [1B]. Therefore, the very loop confirms to the
DNA stability theorem.

The following steps summarize the systematic design
procedure.

I} Equivalent first-order delayed models are found for ail
higher order subprocesses by analyzing the response us-
ing plant reaction curve methods.

2) The static decoupler is obtained for MIMO process.

3) An equivalent frst-order mode! for the overall compen-
sated system (first-order model with static decoupler) is
obtained by using truncated Taylor series approximation
at low frequencies.

43 A measure of interaction is developed, and integral gains
are calculated for each loop at particular values of inter-
action indexes,

5) By using direct pole placement method [22] and ZN 6]
tuning formulas, proportional and derivative gains of
linear PID controllers are calculated for low-level tuning.

6) SAM is developed for MIMO process, and high-level tun-
ing parameters are identified in order to have an optimum
nonlinearity in the fuzzy output.

7) Different types of FPID configurations are considered for
the design of SAM.

8) Nonlinear tuning parameters (volumes of the then-part
fuzzy in SAM) are wned for each FPID configuration sa
that the overall system is stable.

EX. CoNCLUSION

Design and tuning of decoupled SAM-based FPID con-
trollers for a general n x n MIMQ process system has been
presented. The design of an FPID is treated as a two-level
tuning problem. In this proposed fuzzy tuning, the linear PID
can become a special class of the FPID when the nonlinearity
is adjusted to provide a linear output surface or LLFLC [21].
It is quite important to note that the most popular Mamdani-
type FPID (FPID type 1) has shown the worst performance
and is unable to perform any better than the linear PID system.
The loop interaction is generally minimized with lesser integral
action. As compared with the SISO PID system, the loop inter-
action does not allow the increase of the PID parameter without
compromising other gains in the system. The input coupling
that exists in the Mamdani-type FPID systems does not have
the capacity to change the PID actions or the integral gains
independently. Therefore, any alterations to the steady-state
values have an effect on the transient. Thus, we can conclude
that the Mamdani-type FPID systems have some limitations
when used in multivariable control systems, However, when the
rules are decoupled (FPID-type II), the fuzzy controller has the
ability to outperform the linear PID system. The performance of
controllers has been compared for the 3 x 3 MIMO muitizone
heating process systems. The interactions that exisi between
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loops make this application a better test platform to design
multivariable controllers.
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