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" (1) (a) Briefly explain the following

(i) Absolute error,
(ii) Relative error,

(iii) Truncation error.- - *

(b) The Maclaurin expansion for e” is given by

2 3 - n—l n e
—1+v+x +i‘-—+ +( 1)'Jrl—e“:, where O<e<x
n ;

Fmd n such that the serles determmev- x=1 correct to elght s1gmﬁcant digits.

(c) The criterion for a pass ina certaln exam is that the average mark should not be
less than 40 marks. Is a candidate who gets an average of 39 5 entitled for a pass?
Give reasons for your answer ‘

If the 40 in the crlterion is changed to 40. 0 what happens to the partwular
candidate? .

(2) (a) Let f ela, b] and suppose f(a)f(h) <0. Show that the method of bisection
generates a sequernce {x(")} approximating the solution, x™ with the property

| <L (b-a), n>1 where n is the number of iterations.
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(b)Estimate the number of iterations that will be required to find the solution of
Jx =cosx in the interval [o, 1] correct to 2 decimal places by the method of

bisection.

(c)Find the real root correct to 2 decimal p]aceé of the equation Jx =cosx in the
interval [0,1] by using the method of Bisection.




(3) (a) (i) What i the geometric interpretation of the Newtun 's formula for: solvmg o
f(X) 0 D L T

(ii) With the usual notation prove that the condition for convergence of the:
Newton’s method is |£(x") £ "(x")] <[ f'(x')]2 : Where x" is the solution.

(b) Newton’s method for solvirig the equation f(x¥)=c ,wherecisa rea] valued
constant is applied to the function,

()= cosx when|x| <1
Jx)= cosx + (x* —1)* when|x|21

For which ¢ is x, =(-1)"; when x, =1 and the calculation is carried out w1th no
error? A

(¢) Discuss the advantages and disadvantages of using Newton’s method? ...
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(4) (a) Discuss the convergence of the simple i{erative methed.

(b) The equatmn ¥ +ax+b= 0 has two real roots a and S show that the xteratlon
_{ax,+b)

method xk+1 e
- i vk

is convergent near x =a if lal ]ﬂl

(©) The e'quetion x = f (x) is solved by the iteratio'n method given by X, = f {x.).
The solution is reqmred with a maximum error not greater than 0.5x107. The
computed first and second iterates are given by; x, = 0.50000 and’

= (.52661. How many iterations must be performed further if it is known that
| £ '(x)|<0.53 for all values of x.

(5) (a) With'fhe usuel notation obtaﬁn the fo]lbWings.

() A—V =AV

(11)A+V (%) (%) | -
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(b) Complete the following difference table

X y first divided Second divided Third divided Fourth divided
Differences Differences Differences Differences

1.0 0.7651977

E3 i v
1.6 04554022  -0.5489460 —0.1087339
1O eosris eeorsetsseeeeeevesneesrerenns | srsssssesnes

22 0.1103623 —0.5715210 0.0118183  0.0680685 0.0018251

(c) Using Newton s forward difference formula, find the interpolating polynomial
whlch ﬁts best for the given data.

(6) (8) Let X,,x,,...x, be distinct numbers in the interval [a, b] and f ec™[a, b].Then

prove that for each x in {a, b]. A number &(x) e [a, B] exists such that

tt ]
f(x)—B(x)= —f(—n%'f—):r(x) where P, (x) ';s the Lagrange’s interpolation

polynomial 'pf degree n and x(x)={(x—-x )} x—x)..(x—x,).

(b) Show that the truncation error of quadratic interpolation in an equidistant table is =

9v3

bounded by [ Jmax | f “'(e)[ swhere # is the step size of the equidistance

table

(c) We w,'a_nt ta set up an equidistant table of the function f(x)= x*Inx inthe
interval 5<x<10.The function values are rounded to 5 decimals. Find the step

size h WhICh is to be used to yield a total error less than 10™° on quadratic
mterpolatlon in this table.




