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1. This paper contains eight (8) questions in two Sections. Answer any five (5) questions at
least two (2) questions from each section. All questions carry equal marks. '

2. Assume reasonable values or any suitable assumptions for any data not given in or if any

doubt as to the interpretation of the wording of a question. Clearly state such assumptions

made on the script. _

You are allowed to use scientific calculators during the exam.

4. You are NOT allowed to use any study material or any other electronic resource during the

examination. ' :

L2

Section A .
Answer at least two (2) questions from this section.

Q1.
a) What is an I/O system? State three major tasks of an /O system‘?
- [04 Marks]
b) - Briefly déscribe Programmed 1/0, Memory mapped 140 Interrupt 1/0 and Co-Processor -
. VO with dlagrams
" [04 Marks]

c) Find the efﬁc1ency of a processor that has following Pro grammed 1/O System
Instruction execution rate — (.15 MIPS, Number of instructions that needed by I/O
subroutine to write to a disk — 10,000
[06 Marks]
d) Assume that an Interrupt /O is added to the processor given in question (Q1.¢) and now
disk has total latency of 100ms. Initiating the disk transfer and respond to the interrupt at
the end of the disk latency requires 200 instructions. Find the useful time and the
efficiency of the system.
[06 Marks]
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o a) Bneﬂy describe the F lynn 8 GlaSSlﬁCElthIlS (SISD SIMD, MISD, MIMD) on compuler

mgamza’aon gtving block diagrams fm each organmatlon : ‘
04 Marks}

| b _Deserlbe RISC and. CISC areh1tectuxes p10v1d1ng advanhges and. dlsqdvantdges of each -

architecture.
[04 Marks]

¢) An instruction pipeline has five stages and the execution times are given in the following

table 2.1.
Table 2.1: Instruction Pipeline

Stages stagel | stage? | stage3 | stage4 | stage5
Execution Time X 2x 2x X 2x

Let 5 be the number of stages. Assume all the instructions execute as above order and no
~ branching instructions.

i. What is the clock period £ in term of 57

[4 Marks}
ii. What is the CP1 of the above pipeline?
: . [4 Marks]
iii. What is the speedup of this pipeline? :
: [4 Marks]
a)- Briefly describe the advantages of having a hierarchical memory system. :
) ‘ : . [02.Marks]
b) Briefly describe the main modules of the hierarchical memory. -
02 Marks]

¢) Consider a disk with 5400 rpm disk rotational speed ‘average seek time 30ms, 512- byte

block size, 128-byte inter-block gap size, 20 bioeks per. track 400 tracks per surface and
8 double sided disks.

i.  Calculate the total capacity and useful capacity of a eylinder

[04 Marks]

ii.  Ifone track of data can be transferred per revolution, what is the data transfer
rate?

[04 Marks]
ji.  Calculate the maximum rotational delay.

[04 Marks]
iv. ~ What is the average time to locate and transter a single sector given its address?

[(04 Marks]
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Q4.
a) Briefly describe the Accumulator based computer architecture with the help of a diagram.
[04 Marks]
b) Bncﬂy descnbe the feteh execute cycle with the help of a chag1 am.
TR Lo [02 Ma1ks]
: c) Bneﬂy desenbe unphed 1mmed1ate dxrect and mdneet addieesmg modesis ©n - e
- -~ B o ~[04 Marks]

| d) Wrrte a-program. usmg the ISA (glvemn the Appenmx) of-the Accumulator mchlteeture
of the Students’ Experimental Processor (SEP) to find the Y value.

5

y = in‘*Pq

i=1

- Assume that all elements of the array, values of p and ¢ are stored in the memory.
[10 Marks]

Section B
Answer at least two (2) questions from this section.
Qs. -
a) Wrhich file allocation strategy is most appropriate for random aecess files? Justify your
- answer '
[04 Marks]

- b) Gwe a scenario where choosing a large ﬁlesystem block size might be a benefit and give
and give an example where it might be an interference.

[04 Marks]
¢) Draw a chartto illustrate the execution of processes listed in Table 5.1 given below for
- . following two process scheduhng methods State all f;he assumphons clearly
a. Shortest Job First - -
b, Shortest Remammg Tlme

'Table 5 1: Executxon of Processes.

Arrival Time | Process | Process Time -
0 P1 4
1 P2 7
2 P3 2
3T ps T o
o [06 Marks]
d) Calculate average waiting time and average throughput for each scheduling method.
[06 Marks]
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-~ a) Consider "the scenario given in table 6 1 below, where “P” mdlcates 3 rocess and “R” -
P

indicates a resource. ¢ .- - -

Table 6.1: Scenario
ime | Action
P2 requests and is allocated R3
P4 requests and is allocated R4
P3 requests R4
PS5 requests and is allocated R1
P1 requests and is allocated R2
P2 requests R2
P4 requests and is allocated RS
P1 requests R3
| P3 requests R5
10 P4 releases R4, which is allocated to P3
11 P5 releases R1
[ 12 P3 requests R3
13 P1 rejeases R2, which is allocated to P2
14 | P4 releases RS, which is allocated to P3
15 P2 releases R3, which s allocated to P1
16- | P2 releases R2

Wileel~1|ovjun b L o] — |

Use Holt’s deadlocks modeling method (Resource allocatmn graphs) to analyze the
above scenario. Show your work.
. [07 Marks]
Is there a deadlock in the system above? Describe it.
.. [05 Marks]
Briefly explain the four conchtmns need to be checked for a possible deadlock by giving

an appropriate example for each.

(08 Marks]
Briefly explain the steps involved in handling a page fault.

[04 Marks]

Memory paging is a feature that permits extendmg the address space far beyond the
available memory. [X] and [Y] denote different addresses. Name the components given
as [X1, [Y] and [Z] in the following diagram (Figure 7.1) and describe how the extension
of the address space happens.

Page 4|7




00064

AN
R o K
R ry
m%mmmﬂﬁ{f@ﬁ;f
- f . [ Z }
R : - F igﬁrp 7.1: Memory Paging
o o o I N [06 Marks]
¢) Page size is one of the parameters of a virtual memory. Briefly describe one advantage
and one disadvantage of choosing a large page sizé rathet than'a small one.
' [04 Marks]

'd) The following diagram (Figure 7.2) depicts CPU utilization vs degree of
multiprogramming. Focus on the regions shown by (A) and B) and describe the reasons
.+ " for such a behavior)
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+

Figure 7.2: CPU Utilization vs Degree of multiprogramming

[06 Marks]
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o Memory requirements for a series of processes are given in table 8.1 below. Available memory 1s EE
2MB. Processes will be requested-in the sequence of £1,P2,P3+..........

Table 8.1 Memory Requiremenfs

Process No. | Memory Requirement(kB)
_P1 150
P2 60
P3 620
P4 50
P5 25
P6 650
P7 515

a) Compute internal and external fragmentation under best fit and first fit allocations for the
following memory allocation schemes.

I.  Fixed Partitioning

II.  Dynamic Partitioning

{12 Marks}

b) Decide which memory placement strategy-is suitable to serve-the'above requirement.
Draw suitable diagrams to justify your answer. You are expected to write down the

assumption you make.

[08 Marks]
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Appendix

ISA oi Accumulatm Ar chltectule

TR
e ctanst W
T ADD .| Addion, . | Ac & Ace.+ op
sug Subtraction ' | Ace € Acc-op B
K MUL Signed multiptication - ™ |~ -Acc (1B'bity € Acc(8: LSBS 0p(8 SB’s} o
SOl T T Unsigned division T 0 Ace e Accfon2 Cor
INC , incrementby4 ~ . - - Acc <- Acc +'1
By N 1\ ,, .‘:ﬁ \g A .‘.;w“”‘ i RS v FoET
AND Bit-wise And Acc é— Acc AND op
OR - Bit-wise OR Acc € Acc OR op
XOR . Bit-wise XOR Acc € Acc XOR op
SHL Shift left by 1-bit CF <« Acc (MSB), op< Acc {14 downto 0) & O
SHR Shift right by 1-bit CF € Acc (LSB), Acc € 0 & Acc (15 down to 1)
ROL rotate left by 1-bit CF &« Acc (MSB), op< Acc {14 down to0) & CF
ROR rotate nght by 1-bit C)F & Acc (LSB), Acc € CF & Acc (15 dqwn to

'-_-%'\__IOT' - | One's compiiment neatlon

. ?:W’?ﬂ?;?;{}gy ToRlL
..\A..u

01 é NOTAcc

B Jtimp i carry

Jump if over-flow If OF 1 then IP < IP + Operand
Jump if Sign - If SF =1 then IP « P + Operand
Jump if parity if PF =1 then [P « [P +.Operand

Jum o I result is zero

if ZFF =1 then IP “ EP + Oerand

TR VPRI R f ¥ O Faa “Hﬂﬂ'
SRR hj\ﬁ%ﬁm f A DT

-a-‘

Count <-- Count -1
| 1L00Z Loop until zero IF Count =0; Loop termination

ELSE; IP «- iP + oerand

- ,GALL; e -ﬁr;;edu?; ca!L..;»-.J A 1mplledieturn address \L_IP -
‘ " IP ¢ Immediate address ]
RETURN Return from rocedure' IPA§~ Contents of implied return addr

) d
ST
ik s’{"“’%} 4 [’;‘ 1

c@ R uh LN #i
o, &%‘ \')!l S “4

No o eration

I SRR S
T ' ; ; ,i‘sm mﬁﬁ; Nf«.{g ?:\%m}}}? foadsg ]
Copy the operand to the immediate; Acc (— op .
LOADace accumuiator Direct: Acc & memdry (op}
STOREace Caopies the accumulator to Direct: Memory {op) <- Acc
the memory address Indirect : Memory {memory (op)} ¢ Acc
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